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1. Tools of Understanding

1. Ethics of the Fathers, Philip Birnbaum, ed. and trans. (New York: Hebrew Pub-
lishing, 1949), 5:8, 40.

2. Indeed, from its inception the concept of ideology has always been contested,
and hence the theory has generated many variations. Compare the variety of definitions
offered in Terry Eagleton, Ideology: An Introduction (London: Verso, 1991), 1-2.

3. Here I am gathering together what proponents of a discourse model deliberately
wish to distinguish among. They focus on acts of speaking, writing, and meaning rather
than on beliefs. I have no quarrel with the claim that thought, meaning, language, and
action are inextricably related. My point is that a pejorative conception of ideology has
a particular interpretive attitude toward the object of its critique, whether that object is
belief or discourse.

4. Compare P. N. Johnson-Laird, The Computer and the Mind (Cambridge: Harvard
University Press, 1988); Hilary Putnam, Representation and Reality (Cambridge: MIT
Press, 1988); and John R. Searle, Minds, Brains, and Science (Cambridge: Harvard Uni-
versity Press, 1984).

5. I should note that the very attempt to divorce these issues is itself controversial.
See Gerald M. Edelman, Bright Air, Brilliant Fire: On the Matter of the Mind (New York:
Basic, 1992).

6. Howard Gardner, The Mind’s New Science (New York: Basic, 1979), 41. The
same, I am afraid, must be said of much of the most important and valuable work in
the philosophy of mind. John Searle is the most notable exception, but of course he has
also been highly critical of the computational metaphor. See Searle, Minds, Brains, and
Science, 28-41. In fact, there is an important connection between his critique of the
computer metaphor and his views about the study of culture. Searle has argued that
what differentiates the study of the social sciences from the study of the natural sciences
is that the products of culture are the products of intentionality, something he claims
existing computers do not possess (82-83). Thus, at least from Searle’s perspective, it
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would not be at all surprising that work employing the computer metaphor tends to
bracket away questions of cultural understanding.

7. Jerome Bruner, Acts of Meaning (Cambridge: Harvard University Press, 1990),
11.

8. For an accessible discussion of brain physiology explaining why such a simplistic
hardware/software model must be wrong, see Edelman, Bright Air, Brilliant Fire. More-
over, the fact that human beings exist in bodies is an important feature of how their
cognitive tools emerge and develop. See Francisco J. Varela, Evan Thompson, and
Eleanor Rosch, The Embodied Mind: Cognitive Science and Human Experience (Cambridge:
MIT Press, 1991); Hubert L. Dreyfus, What Computers Can’t Do: The Limits of Artificial
Intelligence (New York: Harper and Row, rev. ed., 1979), 235-55. The metaphoric and
metonymic models described in Chapter 11 are premised on the importance of embodied
experience to human cognition.

9. See William H. Durham, Coevolution: Genes, Culture, and Human Diversity (Stan-
ford: Stanford University Press, 1991).

10. If the theory of ideology is properly part of the philosophy of culture, the phi-
losophy of culture is also the philosophy of history, for it asks how people exist as
members of a culture in history.

11. T distinguish the ability to speak a particular language from linguistic ability in
general. There continues to be considerable debate among linguistic theorists concern-
ing the scope and the parameters of innate linguistic ability.

12. Hans-Georg Gadamer, Truth and Method, Garrett Barden and John Cumming,
eds. New York: Crossroad, 1975), 245-53.

13. Hans-Georg Gadamer, “The Problem of Historical Consciousness,” in Inter-
pretive Social Science, Paul Rabinow and William M. Sullivan, eds. (Berkeley: University
of California Press, 1979), 103-59.

14. Jirgen Habermas, “A Review of Gadamer’s Truth and Method,” rpt. in Under-
standing and Social Inquiry, Fred R. Dallmayr and Thomas A. McCarthy, eds. (Notre
Dame: Notre Dame University Press, 1977), 335-63; Hans-Georg Gadamer, “Rhetoric,
Hermeneutics, and the Critique of Ideology: Metacritical Comments on Truth and
Method,” and Jiirgen Habermas, “On Hermeneutics’ Claim to Universality,” rpt. in The
Hermeneutics Reader, Kurt Mueller-Vollner, ed. (New York: Continuum, 1992), 274-92,
294-319, respectively.

15. Stephen Turner, The Social Theory of Practices (Chicago: University of Chicago
Press, 1994), 49.

16. Gadamer, Truth and Method, 245-53, 261-62.

17. Ibid., 351.

18. Turner, The Social Theory of Practices, 44.

19. Cf. Gadamer, Truth and Method, 26364 (“It is enough to say that we understand
in a different way, if we understand at all”).

20. David Lewis, Convention: A Philosophical Study (Cambridge: Harvard University
Press, 1969), 56, 78, 118.

21. As examples, think of racist attitudes, or the cultural meanings of miniskirts.
These examples of shared meanings are a far cry from the classic examples of coordi-
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nating conventions like deciding whether to drive on the left-hand side or the right-
hand side of the road. Ibid., 5-8. Moreover, describing conventions as solving “problems
of coordination” puts altogether too rosy a glow on social conventions like slavery, or
cultural associations of femininity with submissiveness. As described more fully in Chap-
ter 3, we must try to understand how self-replicating conventions and institutions can
be parasitic on the human capacity for sociability and harmful to human interests.

22. See Immanuel Kant, Critigue of Pure Reasom, unabridged ed., Norman Kemp
Smith, trans. (New York: St. Martin’s, 1929), A 34647, B 404-5.

23. See, e.g., Edmund Husserl, Ideas: General Introduction to Pure Phenomenology,
W. R. Boyce Gibson, trans. (New York: Collier, 1931); Claude Lévi-Strauss, The Raw
and the Cooked: Introduction to a Science of Mythology, vol. 1, John Weightman and Doreen
Weightman, trans. (New York: Octagon, 1970); Noam Chomsky, Reflections on Language
(New York: Pantheon, 1975).

24. The idea of cultural software differs from the Gadamerian notion of a tradition
in yet another way: Cultural software encompasses more than linguistic ability. It in-
cludes bodily skills that, although teachable through language, are not the same thing
as linguistic ability. These include the ability to cook a soufflé, play a musical instrument,
or hit a baseball. Although Gadamer insists on the importance of language as the medium
of tradition, his formulation fails to encompass all of the many different types of skills
and bodily movements that can be transmitted and reproduced in individuals, that con-
stitute them as individuals, and that affect their understanding of themselves and of the
world.

25. A hardware/software combination of this type is sometimes called a virtual ma-
chine, because it uses the software to imitate another machine that has a different hard-
ware configuration or is dedicated to a different set of tasks. For example, with the right
kind of software, a Macintosh computer can become a “virtual” IBM-compatible com-
puter and run some kinds of DOS-based programs.

26. For an evolutionary argument describing how the capacity to employ software
might have developed in humans, see Daniel C. Dennett, Consciousness Explained (Boston:
Little, Brown, 1991), 182-21. Dennett contends that “software” transforms the hardware
of the brain into virtual machines that perform various tasks (211). He then argues that
human consciousness is the product of these hardware/software interactions (218).

2. Bricolage and the Construction of Cultural Software

1. The claim that cultural software is constitutive of the person is also true, in a
somewhat different way, about technology and institutions. Our subjectivity may also
depend on our participation in social institutions, and it may even depend, as Hegel
argued in his theory of property, on the material objects that we own.

2. The most well-known philosophical critique of the homo faber model is Hannah
Arendt, The Human Condition (Chicago: University of Chicago Press, 1958).

3. Donald A. Norman, Things That Make Us Smart: Defending Human Attributes in
the Age of the Machine (Reading, Mass.: Addison-Wesley, 1993); R. L. Gregory, Mind in
Science: A History of Explanations in Psychology and Physics (Cambridge: Cambridge Uni-
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versity Press, 1981); Daniel C. Dennett, Darwin’s Dangerous Idea: Evolution and the Mean-
ings of Life (New York: Simon and Schuster, 1995), 377-78.

4. See Max Horkheimer and Theodor Adorno, Dialectic of Enlightenment, John
Cumming, trans. (New York: Continuum, 1994; orig. pub. 1944).

5. Conversely, one can critique forms of violence or war to the extent that they
objectify individuals and deny them recognition as human beings.

6. Michel Foucault, The History of Sexuality, vol. 1, An Introduction (New York:
Vintage, 1980), 26.

7. We find an analogous result in cross-cultural classifications. The concept of
machismo that was articulated in Hispanic and Latino culture is quite different from the
virtue of being a mensch among Eastern European Jews.

8. Here I follow the excellent discussion in T. K. Seung, Intuition and Construction:
The Foundation of Normative Theory New Haven: Yale University Press, 1993).

9. Claude Lévi-Strauss, The Savage Mind (Chicago: University of Chicago Press,
1966), 16-36.

10. See, e.g., Jean-Frangois Lyotard and Jean-Loup Thébaud, Fust Gaming (Min-
neapolis: University of Minnesota Press, 1985).

11. The development of the ancestral word for arm into the Latin articulus would
be an example of metaphorical or analogical extension—from a thing to things similar
to it in some respect. The development from 47m to the homonym arms is an example
of metonymic extension—from a thing to things associated with it. As I shall explain in
more detail in Chapter 11, metaphoric and metonymic extension are important features
in the construction of ideological thought.

12. Pierre Bourdieu, The Logic of Practice (Cambridge: Polity, 1990), 86-97; Pierre
Bourdieu, Outline of a Theory of Practice (Cambridge: Cambridge University Press, 1977),
109-58.

13. See Bourdieu, The Logic of Practice, 250-70; Bourdieu, Outline of a Theory of
Practice, 87-95.

14. Thus, long before Darwin, Immanuel Kant argued that mankind develops
through a process of cultural evolution. Kant, “Idea for a Universal History from a
Cosmopolitan Point of View,” in Kant on History, Lewis White Beck, ed. (New York:
Macmillan, 1963). However, Kant’s vision of evolution, like those of his contemporaries,
and unlike Darwin’s, was based on a notion of gradual progress toward enlightenment.

15. See Stephen Jay Gould, The Panda’s Thumb: More Reflections in Natural History
(New York: Norton, 1980), 77-84. Darwin actually recognized several mechanisms of
evolution, of which natural selection was the most important. See Charles Darwin, On
the Origin of Species by Means of Natural Selection, in The Portable Darwin, Duncan M.
Porter and Peter W. Graham, eds. (New York: Penguin, 1993), 111.

16. Although natural selection is the central mechanism in Darwinian evolution, it
is not the only one. For example, random variations in the genes transmitted from
parents to offspring in a population may eventually lead to the dominance of some genes
over others, a phenomenon called genetic drift. See John Beatty, “Random Drift,” in
Keywords in Evolutionary Biology, Evelyn Fox Keller and Elisabeth A. Lloyd, eds. (Cam-
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bridge: Harvard University Press, 1992), 273-81. Similarly, if a natural catastrophe ac-
cidentally wipes out more striped animals than nonstriped animals in a population, the
nonstriped survivors will dominate the surviving population, even if the gene for non-
stripedness is not otherwise adaptive.

17. Gould, The Panda’s Thumb, 83-84.

18. Ibid., 84.

19. For attempts at such an argument, see Charles J. Lumsden and Edward O.
Wilson, Genes, Mind, and Culture: The Coevolutionary Process (Cambridge: Harvard Uni-
versity Press, 1981); William H. Durham, Coevolution: Genes, Culture, and Diversity (Stan-
ford: Stanford University Press, 1991); Robert Boyd and Peter J. Richerson, “Why Does
Culture Increase Human Adaptability?” Ethology and Sociobiology 16 (1995): 125-43.

20. Stephen Jay Gould and Richard C. Lewontin, “The Spandrels of San Marco
and the Panglossian Paradigm: A Critique of the Adaptationist Programme,” Proceedings
of the Royal Society, London (1979) B. 205: 581-98.

21. 1 believe that this distinction originates with the zoologist Richard Dawkins, but
I have not been able to trace the exact source.

22. A Lamarckian theory of evolution would also predict the existence of designoid
features of organisms, because organisms might adapt favorably to their environments
even if they did not do so through conscious plan or intention.

23. Gould, The Panda’s Thumb, 20-21, 27-29.

24. Ibid., 22-26, 29.

25. Stephen Jay Gould, Hen’s Teeth and Horse’s Toes: Further Reflections in Natural
History New York: Norton, 1983), 156-57; Gould and Lewontin, “The Spandrels of
San Marco,” 594-97.

26. Gould, The Panda’s Thumb, 27-29.

27. Stephen Jay Gould and Elizabeth S. Verba, “Extapation: A Missing Term in the
Science of Form,” Paleobiology 8, no. 1 (1982): 4-15.

28. Gould, Hen’s Teeth and Horse’s Toes, 170. In his paper with Lewontin, Gould
uses an example drawn from the cultural world—the spandrels in the Basilica of San
Marco—to make this point. Spandrels are triangular spaces that occur when a square of
four rounded archways is topped by a cathedral dome. It was customary for artists to
decorate these spaces with elaborate paintings and mosaics. Nevertheless, Gould and
Lewontin note, one should not infer that basilicas were specifically designed to create
spandrels for artists to decorate. Instead, the custom of decorating spandrels came later;
it resulted from previous decisions about the design and construction of basilicas. Gould
and Lewontin, “The Spandrels of San Marco,” 582-83.

29. Stephen Jay Gould, Ever Since Darwin: Reflections in Natural History New York:
Norton, 1977), 107-10; Gould and Verba, “Extapation,” 11-12.

30. This is true for technology as well as for cultural software. For a description of
technological bricolage see Henry Petroski, The Evolution of Useful Things (New York:
Vintage, 1992).

31. On this point see Petroski, The Evolution of Useful Things; David Pye, The Nature
and Aesthetics of Design (London: Barrie and Jenkins, 1978).
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3. Memetic Evolution

1. Richard Dawkins, The Selfish Gene (Oxford: Oxford University Press, new ed.,
1989), 192.

2. See Daniel C. Dennett, Consciousness Explained (Boston: Little, Brown, 1991),
200; Dawkins, The Selfish Gene, 322.

3. Graham Cairns-Smith, Genetic Takeover and the Mineral Origins of Life (Cam-
bridge: Cambridge University Press, 1982); Graham Cairns-Smith, Seven Clues to the
Origin of Life: A Scientific Detective Story (Cambridge: Cambridge University Press, 1985).

4. Dawkins, The Selfish Gene, 192.

5. Robert Boyd and Peter J. Richerson, “The Evolution of Norms: An Anthro-
pological View,” Fournal of Institutional and Theoretical Economics 150, no. 1 (1994): 72—
87, at 74; Robert Boyd and Peter J. Richerson, Culture and the Evolutionary Process (Chi-
cago: University of Chicago Press, 1985).

6. See, e.g., Daniel C. Dennett, Darwin’s Dangerous Idea: Evolution and the Meanings
of Life (New York: Simon and Schuster, 1995), 344; Henry C. Plotkin, Darwin Machines
and the Nature of Knowledge (Cambridge: Harvard University Press, 1994), 215; Richard
Brodie, Virus of the Mind: The New Science of the Meme (Seattle: Integral, 1996); Aaron
Lynch, Thought Contagion: How Belief Spreads Through Society (New York: Basic, 1996).
By contrast, I argue that the most basic forms of memes and meme complexes are skills.

7. Thus the different uses of cultural tools offered in Chapter 2 can all be redes-
cribed as different aspects of cultural know-how. Knowing how to get about in the world,
how to deal with others, and how to articulate one’s values all can be and are transmitted
in the form of memes.

8. In terms of our computer metaphor, the primacy of knowing how over knowing
that tends to blur the distinction between information (data) and code (instructions). Yet
this distinction is already blurred when we define memes as units of cultural transmission.
If memes are to be transmitted to others, and thus become cultural, they must have
some observable effects on human behavior—at the very least enough so that they are
in fact transmitted. See John A. Ball, “Memes as Replicators,” Ethology and Sociobiology
5 (1984): 145-61, at 154.

9. Dan Sperber, Explaining Culture: A Naturalistic Approach (Oxford: Blackwell
1996), 24.

10. Dennett, Darwin’s Dangerous Idea, 353.

11. Ibid., 354.

12. Dan Sperber and Deirdre Wilson, Relevance: Communication and Cognition (Ox-
ford: Blackwell, 1986).

13. Human beings communicate meanings to others by many devices, including
signs, words, dress, and behavior. Human action is always freighted with meaning and
as a result it often communicates in addition to whatever else it does. Hence we cannot
restrict the notion of memetic transmission to action that is intended by the agent to
communicate a message. Conversely, there is no guarantee that individuals will receive
what others have deliberately sent them. Students do not always learn exactly what a
teacher hopes that they will learn. They may misunderstand the teacher’s lesson, learn
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only parts of it, or learn nothing at all. Their ability to assimilate new information, or
new ways of thinking, depends upon the cultural software they already possess. Thus it
is not surprising that two persons who attend the same lesson will carry different things
away from it. Their cultural software affects how each will assimilate or reject, under-
stand or miss the point of what is being said; the cultural software of each affects how
that software will change in response to what each experiences.

Our tools of understanding are also affected by interactions that are not intended to
teach us anything at all. An elementary school teacher may be attempting to demonstrate
how to multiply fractions, but what her pupils may be learning from her is how to dress,
how to speak, and how to behave in public. If she calls on boys to solve math problems
more frequently than girls, or interrupts girls more frequently than boys, they may be
learning cultural lessons that the teacher may not intend for them to learn at all. The
process of communicative interaction is complex and unpredictable. We therefore cannot
predict how people’s cultural software will be affected simply by examining what an
agent intended to convey or the content of what she said. There is always a possible
divergence between intended communication and effects on cultural software. Indeed,
there is always the possibility that communication will have no significant effects at all.

14. Dennett, Consciousness Explained, 201; see Dawkins, The Selfish Gene, 195.

15. Dennett, Darwin’s Dangerous Idea, 344.

16. In the key of D, the notes are f¥-e'-d'-b-a-f#-a-d'-b-a.

17. This is because, as a practical matter, these three notes do not invoke the larger
melody Tchaikovsky wrote, or the symphony as a whole, unlike, for example, the first
four notes of Beethoven’s Fifth Symphony. Because reproducibility and memorizability
depend on environmental factors, however, there is no reason in theory why Tchaikov-
sky’s notes could not someday be a meme.

To return to Dennett’s original example, the notes D-F#-A are the notes of a major
triad, one of the building blocks of Western music. (More precisely, they are the notes
of the D-major triad. This raises the interesting question of whether transpositions of
melodies in different keys constitute the same meme or different memes.) These notes
are reproduced continuously and reliably precisely because they are an enjoyable and
satisfying combination of elements to Western ears. They are, in Dennett’s words, “dis-
tinct memorable units” that music students are taught to memorize and employ in com-
positions. Ibid., 344. Thus they are both memes in their own right and the building
blocks of other memes.

18. The U.S. Copyright Office Regulations specifically state that short phrases can-
not be copyrighted. See 37 C.F.R. sec. 202.1(a) (1994) (excluding from copyright pro-
tection “words and short phrases such as names, titles, and slogans” and “familiar
symbols and designs”). One reason often given for the rule is that ordinarily, short
phrases do not display the creativity sufficient to justify enforcement of what is in effect
a property right in their use. See, e.g., Magic Marketing, Inc. v. Mailing Services of Pitts-
burgh, Inc., 634 F. Supp. 769, 771 (W.D. Pa. 1986); Jessica Litman, “The Public Do-
main,” Emory Law fournal 39 (1990): 965-1023, at 1013-14.

The details of intellectual property law are beyond the scope of this book. Suffice it
to say that many different kinds of units, from phrases to font shapes, from techniques
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to trade names, can and have been given intellectual property status under copyright,
patent, or trademark laws. The layperson will likely be amazed both at the insignificance
of many things that have been given intellectual property status and at the significance
of many things that have been denied this status. Thus, although the statement made in
the text is broadly true, it is subject to many qualifications and complications, due in
part to the idiosyncracies of legislative drafting, litigation strategy, and judicial enforce-
ment.

19. Ernst Mayr, The Growth of Biological Thought (Cambridge: Harvard University
Press, 1982), 46-47.

20. Dan Sperber, “Anthropology and Psychology: Towards an Epidemiology of
Representations,” Man n.s. 20 (1985): 73-89, at 74.

21. Sanford Levinson and J. M. Balkin, “Law, Music, and Other Performing Arts,”
University of Pennsylvania Law Review 139 (1991): 1597-1658, at 1623.

22. Juan Delius, “The Nature of Culture,” in The Timbergen Legacy, M. S. Dawkins,
T. R. Halliday, and R. Dawkins, eds. (London: Chapman and Hall, 1991), 71-99, at 81.
As Delius points out, “Culture as a persistent phenomenon is heavily dependent on
long-term memories.”

23. Dennett, Darwin’s Dangerous Idea, 348-49.

24. See Dawkins, The Selfish Gene, 199.

25. This feature of cultural transmission underlies the deconstructive theory of the
sign. The public nature of communication requires that signs be able to signify repeat-
edly to new users and in new contexts regardless of the intentions that originally created
them. This ability of signs to be detached from the author’s private intentions, and to
mean something other than what the author meant, makes iterability, and hence inter-
subjective meaning, possible. See J. M. Balkin, “Deconstructive Practice and Legal The-
ory,” Yale Law Fournal 96 (1987): 743-86, at 779-81. As a sign is repeatedly understood,
it takes on a life of its own in a relation of partial similarity and partial difference from
the person who meant it. Repetition of a sign in a new context is simultaneously a
relation of identity and difference; the repeated sign is syntactically identical, yet se-
mantically different. Hence the deconstructive aphorism that “iterability alters.” Jacques
Derrida, “Limited Inc abc . ..,” Glyph 2 (1977): 162-254, at 200.

26. Dennett, Darwin’s Dangerous Idea, 353-56.

27. See Jon Elster, Sour Grapes: Studies in the Subversion of Rationality (Cambridge:
Cambridge University Press, 1983), 152-53.

28. See the discussion of cognitive dissonance theory in Chapter 8.

29. Charles Darwin, Or the Origin of Species by Means of Natural Selection, in The
Portable Darwin, Duncan M. Porter and Peter W. Graham, eds. (New York: Penguin,
1993), 185; Niles Eldredge, Reinventing Darwin: The Great Debate at the High Table of
Evolutionary Theory (New York: Wiley, 1995), 50.

30. James Burke, Connections (Boston: Little, Brown, 1978), 108-13. This book,
based on the television series of the 1970s, contains many wonderful examples of tech-
nological borrowing.

31. See Stephen Jay Gould, “The Panda’s Thumb of Technology,” in Bully for
Brontosaurus (New York: Norton, 1991), 59-75, at 65. The ability of memes to combine
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in human minds means that cladistics—the study of lineages—is extremely difficult in
the case of memes. Yet it is an important element in the study of biological evolution.
Eldredge, Reinventing Darwin, 53-55. One might think of intellectual history as a sort
of cladistics of memes. Intellectual historians often try to study ideas as they change
through history, but the theory of memes suggests why this enterprise presents so many
complications.

32. Dan Sperber calls this an “attraction model” of cultural evolution because the
transformation of cultural software (or cultural representations, as he calls them) tends
to converge toward the most popular versions, or “attractors.” The term attractor is
borrowed from chaos theory. An attractor attracts nothing; it is simply the standard set
of features toward which successive transformations tend, on the average, to move. Once
near an attractor, subsequent transformations tend to stay in the general vicinity. Sperber
notes that the reasons why transformations converge on attractor points may depend on
universal features of human psychology or the vicissitudes of the local cultural environ-
ment. Changes in the cultural environment may shift cultural attractor points and lead
to large-scale shifts in belief and practice. Sperber, Explaining Culture, 105-18.

Sperber contrasts his attraction model to the evolutionary theories of Dawkins and
Dennett, which focus on the survival of memes in individual minds rather than on their
successive transformation. He also rejects the use of the word meme because he assumes
that memetic evolution necessarily presupposes virtually exact copying of cultural infor-
mation, employing human beings as mere “agents of replication . . . with little or no
individual contribution to the process” (105—6). This strikes me as a bit of a caricature.
A Darwinian theory of cultural evolution is in no sense committed to this position.
Sperber is engaged in a play on words, identifying the word meme with its French
cognate (méme, meaning same or identical) rather than focusing on its connection with
memory. Memories of events surely change as they are transmitted from person to
person; memory is rarely, if ever, la méme chose.

There is no reason why the use of the term meme has to be tied to the fallacious
assumption that cultural transmission is a matter of perfect copying. Theories of cultural
evolution should be based on the recognition that although sometimes replication of
cultural information is fairly exact, more often it is not. Scribes may carefully copy
manuscripts, but musical performers improvise. Xerox machines duplicate, but cooks
change proportions and add new ingredients. Indeed, symbolic forms that exist outside
human minds are much more likely to be exact copies of each other than the cultural
software in human minds. That is because human technology can create exact copies,
while the processes of human memorization and understanding rarely do.

Whatever we call the units of cultural transmission, whether memes, representations,
or something else, a theory of cultural evolution must reckon with both differential rates
of attractiveness to other minds and distinctive forms of transformation by the minds
who possess them. This is Sperber’s deeper point. Cultural evolution must be shaped
not only by those factors that ensure the survival of descendants but by those factors
that ensure that the descendants remain roughly similar to each other.

33. See Dennett, Consciousness Explained, 204: Donald Campbell, “Comments on the
Sociobiology of Ethics and Moralizing,” Bebavioral Science 24 (1979): 37-45.



304 | NOTES TO PAGES 55-63

34. Dennett, Darwin’s Dangerous Idea, 348. As Dennett points out, “Plato’s ideas
survive not because of the survival of individual papyrus manuscripts, but because they
were continuously copied.”

35. See Donald R. Griffin, Animal Minds (Chicago: University of Chicago Press,
1992); John Tyler Bonner, The Evolution of Culture in Animals (Princeton: Princeton
University Press, 1980); Merlin Donald, Origins of the Modern Mind: Three Stages in the
Evolution of Culture and Cognition (Cambridge: Harvard University Press, 1991).

36. Thus birdsongs are a kind of meme that can survive in the environment that
bird’s minds and bodies provide. See Dawkins, The Selfish Gene, 189-90.

37. Dennett, Consciousness Explained, 202.

38. Ibid., 202, 206.

39. See Dennett, Consciousness Explained, 218.

40. Ibid., 220.

41. Ibid.

42. Dennett, Darwin’s Dangerous Idea, 350.

43. Richard Nisbett and Lee Ross, Human Inference: Strategies and Shortcomings of
Social Judgment (Englewood Cliffs, N.J.: Prentice-Hall, 1980), 169-88.

44. See the discussion in Chapter 8.

45. Dennett, Darwin’s Dangerous Idea, 351.

46. Ibid.

47. Sperber, “Anthropology and Psychology,” 74. Cavalli-Sforza and Feldman have
explicitly attempted to model cultural transmission on the transmission of disease.
L. L. Cavalli-Sforza and M. W. Feldman, “Models for Cultural Inheritance,” 1, “Group
Mean and Within Group Variation,” Theoretical Population Biology 4 (1973): 42-45;
L. L. Cavalli-Sforza and M. W. Feldman, Cultural Transmission and Evolution: A Quan-
titative Approach (Princeton: Princeton University Press, 1981); L. L. Cavalli-Sforza and
M. W. Feldman, “Cultural Versus Genetic Adaptation,” Proceedings of the National Acad-
emy of Sciences, USA 80 (1983): 4993-96. Their models also use the idea of genetic drift
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4. Habermas has argued that certain ideal criteria are presupposed in communi-
cative encounters; he has tried to capture them in his notion of an “ideal speech situa-
tion.” Jirgen Habermas, “Discourse Ethics: Notes on Philosophical Justification,” in
The Communicative Ethics Controversy, Seyla Benhabib and Fred Dallmayr, eds. (Cam-
bridge: MIT Press, 1990), 60-110, at 85; Jiirgen Habermas, “Warheitstheorien,” in
H. Fahrenbach, ed., Festschrift fiir W. Schultz (Pfullingen: Neske, 1973), 211-65; Ha-
bermas, Legitimation Crisis, 110. Thus Habermas argues that “participants in commu-
nication cannot avoid the presupposition that the structure of their communication . . .
rules out all external or internal coercion other than the force of the better argument,
and thereby also neutralizes all motives other than that of the cooperative search for
truth.” Habermas, “Discourse Ethics,” 86.

My argument differs from Habermas’s in two important respects. First, Habermas
relies on procedural and substantive criteria of an ideal speech situation instead of tran-
scendent ideals of truth and justice. Indeed, he tries to derive ideals of factual and moral
truth from the results of an ideal rational consensus. Later in this chapter I shall argue
that a theory of ideal consensus presupposes these transcendent ideals and that an ideal
speech situation is at best a heuristic for articulating them.

Second, I do not believe that when people engage in discourse they must presume
that their discourse either does or can approximate the criteria of an ideal speech situ-
ation. I seriously doubt whether the notion of an ideal speech situation involving finite
human beings with limited perspectives and historically generated cultural software is a
coherent one. If the idea is incoherent, there is no reason to think that it is presumed
in people’s speech acts.
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5. Sometimes we and the analysand will agree totally about what is right in a
particular situation. Even so, we must still acknowledge that our views of what is just
are revisable, incomplete, and imperfect. From a larger perspective what we think to be
unambiguously just may be much more complicated and problematic. To acknowledge
this we must still postulate a regulative ideal of justice against which our current judg-
ments might be found wanting.

6. Many philosophers have advanced various versions of moral relativism. See Gil-
bert Harman and Judith Jarvis Thompson, Moral Relativism and Moral Objectivity
(Oxford: Blackwell, 1996); David B. Wong, Moral Relativity (Berkeley: University of
California Press, 1984). But these theories often make some accommodation for prin-
ciples of tolerance and for possibilities of moral dialogue between peoples of different
cultures. For example, Wong argues that certain moral principles of tolerance apply to
all agents even if they are not “universally justifiable to all agents” (189). So his theory
is not strongly relativist in the sense that I discuss in the text.

Harman comes closer to that position. He argues that people can evaluate the actions
of a person either relative to their own values or relative to the values of the other
person. Similarly, we can either offer reasons for action that make sense from our per-
spective or offer reasons that would carry weight with the other person. But there is no
transcultural notion of morality. It is true that many people believe in tolerating the
views of others, but if a principle of tolerance is widespread, it is because from different
perspectives many people have good reasons to abide by it; it is not because a principle
of tolerance applies to all people generally.

Harman recognizes only one way of criticizing the views of others if what they did
was right from their perspective: Harman argues that although we cannot say that it was
wrong of a person to do an act that is consistent with that person’s values but not our
own, we can properly say that it was wrong that the person did the act. We can say that
what a person did was wrong in the same way that we can say that it was bad that a
tiger mauled children, or that it was bad that an enemy took steps that worked against
our interests. Thus, although it makes no sense to say that it was wrong of Hitler to
exterminate Jews (assuming that Hilter had good reasons from within his own value
system), we can say that it was wrong that Hitler exterminated Jews (49, 59-61). It is
by no means clear how much work Harman thinks this distinction can do in dealing
with problems of justice between cultures.

7. Jean-Frangois Lyotard and Jean-Loup Thébaud, Fust Gaming (Minneapolis: Uni-
versity of Minnesota Press, 1985), 100.

8. Ibid.

9. This argument is taken from J. M. Balkin, “Transcendental Deconstruction,
Transcendent Justice,” Michigan Law Review 92 (1994): 1131-86, at 1175.

10. The most famous ideal process theory is John Rawls’s theory of the original
position. John Rawls, 4 Theory of Fustice (Cambridge: Harvard University Press, 1971).

11. The best examples are Jiirgen Habermas’s and Bruce Ackerman’s work.

12. Charles Sanders Peirce’s view of truth as the eventual consensus of a community
of investigators can also be understood as an ideal process theory because the consensus
is never the actual consensus of any given time but is always deferred. See Charles
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Sanders Peirce, “How to Make Our Ideas Clear,” in Philosophical Writings of Peirce, Justus
Buchler, ed. (New York: Dover, 1955), 23-41, at 38.

13. John Rawls’s theory of the original position is probably not an ideal dialogic
theory in the sense I have described. Rawls imagines his participants in mutual discus-
sion, but the principles of justice that emerge are not contingent upon the actual results
of any sustained dialogue between people in the original position. Rawls claims that he
can already show us the results that the participants will necessarily arrive at. His ideal
procedure grounds justice not on dialogue but on rational decision.

Moreover, Rawls’s veil of ignorance produces agreement by stripping away so much
information from the participants that they are for all practical purposes identical. They
agree on the principle of maximin—maximizing benefits to the least advantaged—be-
cause they have insufficient information about themselves to gain a strategic advantage
by refusing to agree. Thus only one rational person is really necessary in the original
position, because all rational agents under the veil of ignorance will decide to do the
same thing. As a result, not only can we not call the decision a result of dialogue, we
cannot even call it an agreement. It is indistinguishable from a single individual’s decision
of instrumental rationality. This is the ultimate consequence of Rawls’s attempt to con-
vert questions of justice into questions of rational decisionmaking. See T. K. Seung,
Intuition and Construction: The Foundation of Normative Theory (New Haven: Yale Uni-
versity Press, 1993), 17.

14. Thus there is an analogy to the earlier criticism of Rawls. A truly ideal consensus
under ideal conditions would require only one ideal participant, because each person in
an ideal consensus would know everything (including the perspectives of all of the other
parties) and would presumably have the same moral reactions to this knowledge. If the
participants did not have the same moral reaction to the same information, it is not clear
why they would agree.

15. This argument is taken from Balkin, “Transcendental Deconstruction, Tran-
scendent Justice,” 1139-40.

16. Ibid.

8. Cultural Heuristics

1. T am indebted to Bruce Ackerman for the insight as well as the term.

2. Jon Elster, Making Sense of Marx (Cambridge: Cambridge University Press,
1985), 466; Leon Festinger, A Theory of Cognitive Dissonance (Stanford: Stanford Uni-
versity Press, 1957); Daniel Kahneman, Paul Slovic, and Amos Tversky, eds., Fudgment
Under Uncertainty: Heuristics and Biases (Cambridge: Cambridge University Press, 1982).

3. Elster, Making Sense of Marx, 460-61; Jon Elster, Sour Grapes: Studies in the
Subversion of Rationality (Cambridge: Cambridge University Press, 1983), 142.

4. Elster, Sour Grapes, 142.

5. Ibid., 141. Elster traces this distinction back to R. P. Abelson, “Computer Sim-
ulation of Hot Cognition,” in S. Tomkins and S. Messick, eds., Computer Simulation of
Personality New York: Wiley, 1963), 277-98.
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of Cognitive Dissonance,” 27.

12. Elster, Sour Grapes, 148.
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14. Elster, Making Sense of Marx, 510; the quotation is from Karl Marx, “Contri-
bution to the Critique of Hegel’s Philosophy of Right: Introduction,” in The Marx-
Engels Reader, Robert C. Tucker, ed. New York: Norton, 1972), 11-23, at 12.
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(New York: Harcourt Brace Jovanovitch, 1936), 118-46.

22. Elster, Making Sense of Marx, 490.

23. Ibid., 487. Nevertheless, Elster also notes that “the exploiting classes can be
victims of similar illusions. Cognitively based ideologies do not always operate to the
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“since I would be worse off without a master, it follows on this logic that a society
without masters would be intolerable, for who would then provide employment and
protection?”

25. See ibid., 322.
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26. See, e.g., ibid., 464-65, 468-72. Although his discussion focuses almost exclu-
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actual definition of ideology does not specifically refer to economic class.
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actually basic to human existence and meaningful human action. Moreover, the super-
structure does not exist purely for the purpose of distortion; it is not exhausted by its
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York: Harper and Row, 1974).

3. Roger C. Schank and Robert Abelson, Scripts, Plans, Goals, and Understanding
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cedures for women.
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